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Abstract
Innovative 3D semiconductor architectures are driving a major revolution in the design of logic and memory 
technologies. The development of these new 3D architectures, with dimensions at the nanometer and 
angstrom scale, will require the completion of a difficult series of engineering tasks during product 
development, prototyping, ramp-up and final manufacturing. As a result, the semiconductor industry may see
a long time-to-market and drastically increased costs to develop these new technologies. To remain 
competitive, new engineering methodologies will be needed to improve 3D device development time and 
cost. This presentation will demonstrate how virtual semiconductor fabrication can be used to accelerate 
time-to-market and lower costs in the development of the latest 3D logic and memory technologies. 
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Abstract
In the rapidly evolving field of artificial intelligence (AI), the drive for processor customization to substantially 
enhance efficiency is more critical than ever. In this talk, we will explore the pivotal role of tailoring the 
underlying RISC-V CPU architecture to meet the specific demands of AI algorithms. We will highlight how 
brain-inspired hyperdimensional computing presents a compelling alternative to deep learning, thanks to its 
remarkable capacity to learn from minimal and noisy data. Lastly, we will illustrate how in-memory computing
and cryogenic computing open new avenues for dramatically enhancing the speed and efficiency of AI 
computations.
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Abstract
Quantum Inspire was the first system to demonstrate the feasibility of an all-European, freely accessible 
quantum computer. Since then it has had improvements in the quantum backend, but it will also be 
connected to the European network of supercomputers. Through collaborations within QuTech (TNO + 
Technical University of Delft), on national level (QuantumDeltaNL), and on European level (Flagship, Euro-
HPC) we will soon be able to provide the general public the functionality to execute hybrid quantum 
algorithms using local HPC nodes connected to our quantum backends. This demonstrates how quantum 
computing gets closer to mainstream technologies and applications.
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Abstract
Superconducting quantum computing is one of the leading modalities of quantum computing, a 
fundamentally different approach to processing information. Quantum computing has the potential to 
transform how many industries address their most challenging problems. Discover the current state of 
quantum computing and how Rigetti is leading the way to enable hands-on access to quantum hardware to 
continue to push the boundaries of what’s possible with this revolutionary technology.
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Abstract
(Pseudo)random sampling is a costly and widely used method in AI algorithms. We introduce an energy-
efficient algorithm for uniform Float16 sampling, utilizing a room-temperature stochastic magnetic tunnel 
junction device to generate truly random floating-point numbers. By avoiding expensive symbolic 
computation and mapping physical phenomena directly to the statistical properties of the floating-point format
and uniform distribution, our approach achieves a higher level of energy efficiency. 
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